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1. Introduction

Deep learning has been making significant contributions to various scientific fields in recent years, and these contributions have been widely recognised. When it came to several different tasks, such as the processing and analyzing images, deep learning algorithms performed significantly better. When applied in areas such as self-driving cars, where deep learning has been utilized, and the results are the best and most up-to-date currently available. In some situations, such as recognizing objects and playing games, deep learning performed significantly better than people did. One more industry that appears to have a lot to gain from deep learning is the medical field. There are a lot of patient records and data, and providing individualized care to each patient is becoming an increasingly important priority as a result. This indicates an immediate need for methods that are both efficient and reliable for processing and analyzing health informatics.
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ABSTRACT

In recent years, the application of deep learning has demonstrated significant progress in various scientific subfields. Compared to other cutting-edge methods of processing and analysing images, deep learning algorithms performed significantly better. When applied in areas such as self-driving cars, where deep learning has been utilized, and the results are the best and most up-to-date currently available. In some situations, such as recognizing objects and playing games, deep learning performed significantly better than people did. One more industry that appears to have a lot to gain from deep learning is the medical field. There are a lot of patient records and data, and providing individualized care to each patient is becoming an increasingly important priority as a result. This indicates an immediate need for methods that are both efficient and reliable for processing and analyzing health informatics.
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1. Introduction

Deep learning has been making significant contributions to various scientific tasks in recent years, and these contributions have been widely recognised. When it came to several different tasks, such as the processing and analyzing images, deep learning methods proved to be superior to traditional ones [1]. In addition, deep learning excels at tasks that previously could not be completed automatically, such as driving autonomous vehicles. Deep learning performs significantly better than humans when it comes to specific tasks, such as recognizing objects and playing games. In addition to hospitals and private practices, information about patients can also be gathered using websites and apps designed specifically for mobile devices that are dedicated to healthcare. The process of automatically removing brain tumours from MRI scans is considered one of the most challenging problems in computer vision. Because, Deep Neural Networks (DNN) [2] are so effective at automatically separating images of brain tumours, numerous proposals investigate the ways in which they could be utilized in the image segmentation process. The training process for deeper neural networks typically takes a lot more time and requires a lot more computing power. This issue can be traced back to the gradient diffusion problem.

This paper demonstrates an automatic method based on Deep Residual Learning Networks for segmenting brain tumours into their respective parts (ResNet) [3]. Our objective was to find a solution that would circumvent DNN's gradient issue. ResNets have a higher level of accuracy than DNNs and can be trained much more quickly. The segmentation of brain tissue from multimodal MRI is typically considered to be the most critical step in the process of analyzing neuroimaging data.

The development of deep neural networks has contributed significantly to the rapid advancement of brain lesion segmentation over the past few years (DNNs). However, there are only a select few methods that can be used at the same time to differentiate between normal tissue and brain lesions. Typically, annotated datasets only focus on a single task and only use imaging protocols and modalities explicitly tailored to that task. Because of this, it is challenging to create a DNN that is capable of performing both tasks at the same time. This paper shows a new
approach to building a joint tissue and lesion segmentation model by utilising task-specific hetero-modal domain-shifted and partially annotated datasets [4]. This approach aims to improve the accuracy of joint tissue and lesion segmentation. This technique is novel and distinctive in that it offers a fresh approach to the division of joint tissue and lesions. Beginning with a variation formulation of the joint problem, we show how the expected risk can be decomposed and empirically optimised in order to achieve the best possible outcome. This is accomplished by focusing on the relationship between the two variables. We make use of an upper risk bound whenever we are working with datasets that contain a variety of imaging modalities [5].

Over the last few decades, neurologists have devoted a significant amount of their time and energy to the study of brain tumours. Gliomas are a type of brain tumour that originates in cells that are referred to as glial cells. On a scale that ranges from one to four, grades three and four demonstrate cancerous brain tumours, whereas grades one and two demonstrate benign brain tumours. The term "magnetic resonance imaging," more commonly abbreviated as "MRI," is a well-known medical technique that can be applied to detect brain tumours. The fact that the device can effectively examine the soft tissues of the brain is a significant help to the investigatory efforts of medical professionals [6]. An MRI can produce images in the following weighting schemes: T1-weighted (T1w), T1-weighted with contrast enhancement (T1wc), T2-weighted (T2w), and fluid-attenuated inversion recovery (FLAIR). When looking at MRI images, it can be challenging to determine the location of the edges of a tumour because they frequently appear identical, and the intensity of the tumour can change even within the same sequence. This makes it difficult to diagnose. Convolutional neural networks, more commonly abbreviated as CNNs, were utilised in the process of multimodal MRI brain tumour segmentation.

The CNN model is a cutting-edge piece of technology that combines feature extraction and classification into a single cohesive model. This indicates that the forecast will be closer to the mark as a result. The authors of suggested using a deep CNN model with small 33 convolution kernels in order to segment MRI images of tumours. They made CNN's deeper by using smaller filter kernels and adding more convolutional layers in a cascade, but the responsiveness of the field was the same as when they used larger kernels. Additionally, CNN methods are notoriously difficult to train due to the fact that as the process continues, the gradient has a tendency to vanish. Research using magnetic resonance (MR) [7] has as its long-term objective the determination of a method for classifying distinct types of tissues, such as brain tissues and other types of tissues, according to how they are constructed. People had the notion of classifying tissues prior to the development of MR imaging by the T1 and T2 relaxation times of the respective tissues. Cancer is a medical condition in which cells in a specific body area grow out of control and in an uncontrolled manner. All of the abnormalities that are characteristic of tumours, including lumps, micro-taxonomies, and deformities, are due to the abnormal growth of cells within the tumour. An intracranial tumour is a subtype of the brain tumour that results when cells in the brain divide without being controlled. Intracranial tumours can be fatal. According to research conducted by the National Brain Tumour Society (NBTS), between 20 and 40 percent of cancers are associated with metastases in the brain. According to the graph that depicts diagnoses, the number of people who have been found to have the same condition ranges from 98,000 to 170,000. Imaging assists medical professionals in locating and diagnosing diseases and provides them with essential information regarding the human body that is necessary for clinical procedures.
Additionally, having a strong understanding of the human body makes it simpler to communicate with surgical assistants regarding the appropriate actions to take during a procedure [8]. The acronym "MRI" stands for "magnetic resonance imaging," a type of medical imaging that creates detailed images of a patient's organs and tissues by employing a computer-generated magnetic field in conjunction with radio waves. This technique is abbreviated as "MRI." The majority of MRI machines have very powerful magnets that are shaped like tubes and are very long. The magnetic field of an MRI machine causes the water molecules in a person's body to move around for a brief period while the person is lying inside the machine. An MRI can produce images of the body's cross-sections because of the coordinated efforts of these atoms, which send out very small signals into the surrounding space [9].

2. Literature Survey

A method of machine learning referred to as Multi-Task Learning (also abbreviated as MTL), Multi-Task Learning has the objective of performing multiple tasks concurrently on a single dataset [10]. To achieve this goal, first it is necessary to devise a strategy for disseminating information or for demonstrating it. Next, a backend that is tailored to the activity must be developed. When a DNN is used for MTL, the initial layers of the network are typically shared among the different tasks, while the later layers of the network are trained specifically for each task. In the field of medical imaging, MTL has been utilised to combine segmentation with other tasks such as detection or classification with great success. The determination of the global loss function is accomplished by computing the weighted sum of the loss functions for each task. Kendall and Gal recently developed a method for estimating MTL loss weights that do not rely on Bayesian parameters. In 2018, the authors successfully implemented it in medical imaging using spatially adaptive task weighting and made it work. Even though the methods as mentioned above produce a variety of outputs from the same set of inputs, they do not model any kind of direct interaction between the outputs generated by the various tasks. It is possible to perform joint tissue and lesion segmentation in clinical settings; however, the assumption is typically made that the two outputs are conditionally independent of one another. Therefore, the issue of combining the results of all of these outputs into a single segmentation cannot be resolved using these methods. Also, MTL approaches such as do not have a way to deal with heteromodal datasets or differences in imaging properties that exist between task-specific databases.

Dealing with datasets collected in various environments requires a method known as domain adaptation, which is also known as "domain-shifted datasets" (DA). Learning a feature representation of the data that is not dependent on the domain is one of the more common approaches. Csurka (2017) recommended conducting an in-depth analysis of each of these different deep learning methods [11]. In response to a particular shift that has been observed, DA has formulated a variety of strategies and plans. For instance, data augmentation has been used to correct shifts in MR images that were brought about by a variety of MR bias fields (Sudre et al., 2017) or the presence of motion artifacts. In order to deal with missing modalities, Havaei et al. (2016) and Dorent et al. (2019a) have proposed network architectures that encode each modality into a shared modality-agnostic latent space. Recent findings suggest that it may be possible to learn a mapping between healthy and disease scans by employing CycleGANs or Variational Autoencoders. This possibility is supported by the findings of two separate research groups. These approaches were utilised in order to examine MRI scans of the brain. Although these strategies have
been successful in the past, how they function restricts their application to a particular kind of shift only. It has not been determined how to combine different acquisition protocols with different shift causes, such as determining whether or not there are lesions. This is a problem that has not been solved.

On the other hand, general DA approaches do not presuppose anything about the type of change they are attempting to investigate. These methodologies aim to bring the feature distributions of various domains into closer alignment with one another [12]. You can determine how dissimilar two distributions are to one another by using correlation distances or the maximum mean discrepancy. Both of these measures are available. On the other hand, more recent techniques are primarily driven by competition and have demonstrated significant potential in the field of medical imaging. On the other hand, the focus of these methods is almost entirely on the resolution of a single issue that applies to multiple domains.

Weakly-supervised, the process of learning, which is also known as WSL, is designed to function with annotations that are missing, incorrect, or not very precise. Because each task-specific dataset only contains one set of labels and the two sets cannot be combined, we can say that our problem is an example of learning with missing labels because each dataset only contains one set of labels. Li and Hoiem developed a method that allows a model that has been trained to perform one task to pick up and perform another task (2017) [13]. MTL and DA are combined in this approach through the utilisation of transfer learning. At the conclusion of the procedure, there are two models: one for the initial task, and another for the subsequent one. By employing a knowledge distillation loss, Kim et al. (2018) created a multitask model that is one of a kind. The objective here is to learn one task at a time while simultaneously keeping in mind the other task. Because of this, the WSL problem was recast as an MTL problem, which had the same restrictions for our use case as it did before. Based on the findings of this research, a novel approach to performing joint segmentation on datasets that are simultaneously task-specific, domain-shifted, and multimodal has been proposed.

Fully convolutional networks, also known as FCNs, are believed to be the first method to train a network completely from beginning to end. The process of semantic segmentation is carried out on a pixel-by-pixel basis using FCN. The FCN that is produced by first downsampling the network in layers and then employing an upsampling operator rather than a pooling operator [14]. The FCN architecture is created by combining the characteristics of the up-sampled layer with those of the corresponding down-sampled layer. Because the up-sampling component contains a large number of component channels, the network is able to transmit context data with a higher resolution. As a result, the path that is shown to contract (on the left) and the path that is shown to expand (on the right) are the same and make a U-shaped structure. The network will not function properly if the valid portion of each convolution is not utilised, and there are no layers that are completely connected.

The authors recommended making improvements to the U-net architecture model. They suggested substituting the convolutional blocks with residual blocks, similar to those described in the initial Unet. Each block consists of two convolutional units, each of which contains a Batch Normalization (BN) layer, an activation function, and a convolutional layer. Additionally, each unit contains a convolutional layer. PReLU, which is an abbreviation for "Parametric Rectified Linear Unit," is the term that is currently utilised to talk about the activation function [15].
The ReLU function was incorporated into the model that was proposed. In place of maxpooling, the convolutional layer with a Padding of 2, a Stride of 1, and a 3x3 size filter is utilized, as demonstrated in the aforementioned example. During the step that involves downsampling, a convolution layer is used. This layer has twice as many feature channel filters as the layer that came before it, and the filter size and stroke for this layer are both set to 2. A fourth residual unit is utilized right at the very end of the contracting path in order to connect the two separate paths. In the same manner, three of the blocks that are still available are utilized in the construction of the expanding path. Following an operation that increases the size of the feature map by a factor of two, the next step is to perform a convolution using a filter of size 2x2 and create a chain of the corresponding feature maps of the contracting path. This procedure is executed before each block, and it runs in the order listed above. Convolution with a filter size of one and the Softmax activation function are used in the very last layer of the expanding path to divide the multi-channel feature maps into the optimal number of classes.

The vanishing gradient problem manifests itself during the training process for deep CNN networks [16]. As training continues, the gradient norms of earlier layers will eventually converge to zero. This can be seen as a measure of how well the layers are learning. The solution to this issue is a form of the learning strategy known as the residual network, which is referred to as ResNet. The output of one residual layer is combined with the input of the layer that comes before it in the ResNet algorithm. The result of this is that the input of one layer becomes the output of the layer that follows it.

Figure 4 illustrates how a residual learning block can be constructed by making use of Hx, which represents the residual mapping. This ResNet building block is getting us closer and closer to the correct answer, which is Hx 14 Fx x. Feed-forward neural systems that make use of "shortcut connections" are able to comprehend what Fx x is trying to say. In order to connect the input and output of a stacked layer without the requirement of any additional parameters, the shortcut connections make use of a method that is known as "identity mapping." Because of this, gradients can flow back easily, which results in a significant increase in the number of layers and a significant acceleration in the training process. A revised version of ResNet that incorporates identity connections in an effort to make the network even more useful than it already is currently under consideration. The gradient is back-propagated to earlier layers in a more straightforward manner using this method, which makes the training procedure more manageable. The Identity block and the Convolutional block are the two components of the ResNet model that are considered to be of the utmost significance.

In this study, each voxel is represented by a single isochromat, just as Rieger and his colleagues did in the study that they conducted in 2017. In the process of creating the dictionary, the discrete matrix form of the Bloch equations is utilized [17]. It is assumed that the effect of the RF pulses is instantaneous and that the RF slice profile provides the optimal results in order to keep things as straightforward as possible. In the model, the various levels of B1+ are represented by a scaling factor that is added to the nominal FAs. These FAs are the starting point for the analysis. The current implementation simulates the following ranges based on our target field strength of 3T: T1 = [100:20:4000] milliseconds, T2 = [5:5:30 32:2:130, 135:5:200, 210:10:350] milliseconds, and B1+ = [0.5:0.05:1.5]. The values that were selected for T1, T2, and T2 were chosen in order to focus on a particular range of brain tissue. The entire dictionary has somewhere in the neighbourhood of 350,000 entries in it [18]-[21].
addition, a more limited validation data set was produced in order to test the deep learning model while it is still in the process of being trained and to check for overfitting. The entries T1, T2, and B1 from the training set have been modified in this validation data set to ensure that there is no overlap between the two dictionaries. There are 33,000 entries total in the validation data set. T1 has the same value as [110:40:4000], T2 has the same value as [11:20:350], and B1 has the same value as [0.525:0.05:1.5]. On a desktop computer with a processor running at 1.6 gigahertz, it is possible to compile a dictionary in significantly less than five minutes.

2.1. Problem Statement

Tumours, in general, and brain tumours in particular, are well-known for their potential danger to our health. It is possible for a patient's brain tumour to be of any size, shape, or colour. As a result, locating and diagnosing tumours can be difficult. To determine whether or not an image depicting an abnormality in the brain contains an MRI tumour, a person's level of expertise and other factors must be taken into consideration. The use of MRI images to detect brain tumours can help solve problems and produce better outcomes. Medical professionals and those in charge of treatment planning face a challenge in detecting brain tumours in patients based on their various symptoms.

3. Conclusion

This research is a comprehensive meta-review that includes reviews as well as surveys pertaining to deep learning in the medical field. A comprehensive search was conducted with the aid of the widely utilised medical database PubMed, and the results revealed the existence of more than forty recent reviews and surveys. In the process of developing a treatment strategy, the segmentation of any kind of tumour is a very important step. Deep Neural Networks are useful tools that can be utilised during the segmentation process. However, they have to contend with gradients that become progressively less severe as the training progresses. In this piece of writing, the Residual Network, also known as ResNet, is discussed as a potential solution to the issue at hand. Because ResNet implements something called a "identity shortcut connection," the gradient can be backpropagated to earlier layers. It takes a lot less time to compute than other CNN, FCN (U-Net), and Unet-res methods, and the proposed method is more accurate than all of those methods combined.
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